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Introduction

The security Service Challenge level 3 (SSC3) has been executed at UKIROC during the fourth quarter of 2008. SSC3 is designed to test the operational diligence of the LCG/EGEE Grid sites. The following sites have been challenged.
	Sites
	Notes

	ScotGrid
	

	UKI-SCOTGRID-DURHAM
	Site response was sent to wrong email address;

	UKI-SCOTGRID-ECDF
	

	UKI-SCOTGRID-GLASGOW
	

	NorthGrid
	

	UKI-NORTHGRID-LANCS-HEP
	

	UKI-NORTHGRID-LIV-HEP
	

	UKI-NORTHGRID-MAN-HEP
	

	UKI-NORTHGRID-SHEF-HEP
	

	SouthGrid
	

	UKI-SOUTHGRID-EDFA-JET
	

	UKI-SOUTHGRID-BHAM-HEP
	

	UKI-SOUTHGRID-BRIS-HEP
	

	UKI-SOUTHGRID-CAM-HEP
	

	UKI-SOUTHGRID-OX-HEP
	

	UKI-SOUTHGRID-RALPPD
	

	LondonGrid
	

	UKI-LT2-UCL-HEP
	

	UKI-LT2-IC-HEP
	

	UKI-LT2-IC-LeSC
	

	UKI-LT2-QMUL
	No response received

	UKI-LT2-RHUL
	

	UKI-LT2-Brunel
	Failed to run test job (Incompatibility)

	UKI-LT2-UCL-CENTRAL
	Site is in downtime

	GridIreland
	

	UKI-GridIreland-TCD
	


Table 1: List of participated sites (UKI ROC)
All Tier2 sites in UKIROC participated into the challenge. However, two sites, namely Brunel and UCL-Central, were unable to run the test job. UCL-Central has been being in downtime for extended period of time, while site Brunel failed to run the test job due to an essential shared library missing (the test job aborted with the error information of “error while loading shared libraries: libldap-2.2.so.7: cannot open shared object file: No such file or directory”). The problem has been reported back to the developer of SSC3 toolkit. However, for the reason of completeness, UCL-Central and Brunel were asked to take a scenario-based test, where the two sites were asked to detail (in email) the steps and actions they would take should the challenge job be able to run; No response received from UCL-Central; Brunel responded the test, but it is impossible to convert the result into the scoring system.
The challenge
The SSC3 challenge is designed to mimic a Grid security incident, where a malicious job is run by a Grid user with a legitimate Grid credential. The challenge is intended to exam three areas in a security incident handling procedure, namely Communication, Containment and Forensic. It also helps get site’s system administrators familiarized with GridPP and LCG/EGEE security incident handling procedure. The challenge was executed by GridPP security officer and included three steps: preparation, Execution and Evaluation.
Preparation
In order to run SSC3, a Virtual Organization (VO) that all GridPP Tier2 sites support is required.  To avoid any possible interruption to the production systems, a regional VO – GridPP VO was chosen for this purpose.  It has been agreed among all GridPP sites that GridPP VO would be used for SSC3. As not all sites have enabled the GridPP VO, sites have been given at least 6 months before SSC3 to enable it. However there were still 5 sites (UKI-SOUTHGRID-CAM-HEP, UKI-LT2-IC-HEP, UKI-LT2-QMUL, UKI-LT2-UCL-CENTRAL and UKI-GridIreland-TCD) which still did not support GridPP VO by the time of SSC3 started. None of these sites had reported any particular reason why the GridPP VO could not be setup in 6 months. In order to complete SSC3 and to cover as many sites as possible, after discussion with GridPP production manager and dteam VO manager, it has been agreed that dteam VO would be used to challenge the 5 GridPP sites. It has also been agreed that a 48-hour job queue would be used for SSC3 so that the test job could be running up to 48 hours or until it was found and killed by system administrators.

A grid certificate with DN of “/C=UK/O=eScience/OU=CLRC/L=RAL/CN=mingchao1 ma” was issued by UK eScience CA. The grid certificate was exclusively used for SSC3 and was registered with GridPP VO and dteam VO. The grid credential and VO memberships were used to run the challenge job on the target site. Before the start of SSC3, VO (GridPP and dteam) managers, eScience CA staff and RAL Tier1 Resource Broker administrator had been informed of the challenge to avoid any possible misunderstanding. A job tracing web site (http://www.gridpp.rl.ac.uk/ssc3/SSC_300yui/treeviewmenu.html) has also been setup with the help of Derek Ross at RAL Tier1 to trace and record all events triggered by the challenge job. 


[image: image2]Figure 1: SSC3 - Security Alert
Execution
The SSC3 toolkit was downloaded from OSCT website. The SSC3 toolkit was then setup at RAL Tier1 UI. A specific job description file was created for each target site so that the job could be directed to the target site and ended up in a pre-selected job queue.  All challenge jobs were submitted via RAL Tier1 RBs with the normal job submission commands. 

The test job has a build-in call-back function to report its running status to the job tracing web server. Once a test job was submitted to a target site and started to check in its running status, a security alert was then emailed to the security contact of the target site.

The targeted site was expected to follow the instructions given in the alert to take proper actions.  During the challenge, no assistance and any further information had been given to any of target sites by GridPP security officer.  The intention is to have a baseline security profile of each target site. While in a real security incident, GridPP security officer would certainly assist sites to handle the incident in various ways.
Evaluation
The response from a site was measured by the quality of the response and how prompt the response was. OSCT has developed an evaluation form to quantify sites’ performance. The individual site evaluation form including the detail data of each site and the scores can be found at https://www.gridpp.ac.uk/security/ssc/ssc3/. The scores in the evaluation form should be taken as a reference only.

Results and Analysis
Figure2 shows the scores of all GridPP sites. As can be seen in figure 2, three areas - Communication, Containment and Forensic were measured, each has 33% weight.  As the extra bonus points were introduced in each area to reward sites who provided the prompt and good quality response, the total score in each area might be more than 33%. Thus, the overall score might be over 100%. 

Four sites score zero in this challenge due to various reasons. No response was received from QMUL, therefore site scored 0. There is no obvious reason why QMUL ignored the challenge. It does raise some concern of site’s incident handling capability of the site. UCL-Central is still in downtime, therefore unable to run the test job. Due to incompatibility (an essential shared library missing) at Brunel site, the test job aborted with errors, therefore unable to run the test job (problem had been reported to the developers). For the reason of completeness, UCL-Central and Brunel were asked to take a scenario-based test, where the two sites were asked to detail (in email) the steps and actions they would take should the challenge job be able to run; No response received from UCL-Central; Brunel responses the test, but it was impossible to convert the result into the scoring system (thus, Brunel scores 0); During the challenge period, DURHAM did not response the security alert. However, after the challenge it turned out that system administrator at Durham sent the response to a wrong email address although the email address for SSC3 was clearly stated in the initial alert email (see Figure 1).

Containment appeared to be the best area among the three tested areas. 10 of 17 sites (excluded the four zero-scored sites) have met or exceeded the target score (33%). 4 more sites were very close to the target score.  Only 3 sites (apart from the 4 zero-scored sites) did not perform very well in containment. A few system administrators had reported that the “compromised” host would have been taken offline had it been a real incident. As it was a test and some production jobs were running on the affected host by the time of challenge, most sites decided not to put the affected host in downtime. However, in many cases, to take the compromised server(s) offline might be the best way to contain the security incident should it be a real one.

Most sites did not meet the target score in communication, which clearly raised some concerns as communication is vital for handling wide-spread cross site and/or grid security incidents. There were at least two reasons that why many sites did not perform very well in communication.  One was the lack of assistance from ROC security officer (the challenge was deliberately run in the way of no assistance from ROC security officer). Many system administrators complained the lack of support from security officer during the challenge. For example, there was no following up with sites from security officer after the initial security alert and no further instructions were given either. Another reason was because the challenge was designed to test not only vertical communication channel but also horizontal communication channel (peer sites, involved VOs and/or CAs etc). At the moment, GridPP has relatively good vertical communication channel; that is the communication between sites, ROC security officers and EGEE security team (OSCT). Previous security incidents had proved that the vertical communication worked very well (although there is still room for improvement). However, sites did not exercise horizontal communication in previous security incidents, because it was the ROC security officer who contacted the affected VOs and or CAs. In the challenge, many sites either were not aware of the need of communication among peers sites and affected services or made the assumption that ROC security officer would do so. The issue of lacking horizontal communication was also highlighted in recent security incident. For example, some grid sites did not have formal or well-defined communication channel with their organization’s security team (e.g. the university CERT team). To improve it, a well-defined local incident handling procedure should be defined before an incident occurs. To build and maintain an active dialogue with university’s CERT team before an incident occurs would also be very helpful.

Forensic was probably the weakest area, given the fact that the forensic skills required in the challenge are very basic but only two sites met the target score (two more sites were close). Clearly more work need to be done in this area. In SSC3, no specific forensic software was needed in order to carry out the basic digital forensic analysis. All required tools were built-in Linux tools. However, the network analysis, depended on the site network and firewall setup, did require cooperation from university network team in order to obtain firewall log information. A few sites reported that they would have obtained the firewall logs from university’s network team if it had been a real incident. Forensic is probably the hardest area to improve among communication, containment and forensic. Solid forensic skills can only be obtained through experience although proper training is essential. It might be unrealistic to expect each site to have a digital forensic expert, but the university CERT team normally has the expertise at digital forensic analysis. This is another very good reason why Grid site managers and system administrators should build and maintain an active dialogue with their CERT team. Nevertheless some basic forensic knowledge and skills are still very useful and important as systems administrators are normally the first responders of a security incident. It is very important to have the knowledge to preserve the evidence and take some initial digital analysis. A security workshop in the first half of 2009 is being planned, which will cover some basic forensic topics.
Conclusion
The result seems to correctly reflect current situation and is consistent with what had happened in recent real security incident. Although some sites questioned the necessity of Security Service Challenge 3 before its start, SSC3 has been proved very useful to get sites familiarized with incident handling procedure and to identify the weakness in incident handling. It is recommended that each site should look into the result and find ways to improve incident handling skills and procedure. 

As UKI ROC was the first ROC to complete SSC3, it was still too early to tell how we perform among 11 ROCs. Some identified issues will be addressed in next security training workshop, which is being planned and scheduled in the first half of 2009.
Dear Security Contact,





This e-mail is an alert about a TEST incident. It is executed under the supervision of EGEE/LCG Operational Security Coordination Team (OSCT) as part of the OSCT Security Services Challenge (SSC). More information about the SSC can be found at


         		http://cern.ch/osct/ssc.html


You are asked to following the normal incident procedure, but you MUST NOT take any collective action against the VO of the offending user. Consider any activity from the following user as malicious. The distinguished name (DN) of the user is:


“/C=UK/O=eScience/OU=CLRC/L=RAL/CN=mingchao1 ma”


Please handle this test incident according to the normal incident response procedure with the two exceptions listed below:


No sanctions must be applied against the Virtual Organization (VO) that was used to submit the job;


 All "multi-destination" alerts must be addressed to the e-mail given below which has been designated for the test:   UKIRocsecurity@rl.ac.uk


      DO NOT use:  project-lcg-security-csirts@cern.ch for Security Service Challenges. Instead, insert the originally intended "multi-destination" address (es) in the body of your message.
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