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Introduction

This is a summary of the status of documentation in various areas, mainly relating to user documentation, and including some comments about user support in general.

GridPP Web Site
The user area on the web site (http://www.gridpp.ac.uk/deployment/users/) contains a general introduction to Grid concepts, information about how to take the first steps as a Grid user, some more advanced information, and pointers to other sources of documentation. This has had two general reviews in the last year to check for broken links, out of date information etc, and pages have also been updated ad-hoc when information is known to have changed. Relatively few comments have been received about the content, but changes and additions have been made where requested, and such comments as have been made have generally been favourable. Maintaining the information is non-trivial given the rate of change of the middleware, and a significant update will be needed when the infrastructure migrates to the gLite CE and WMS.

Deployment-related documentation has largely migrated to the wiki (http://www.gridpp.ac.uk/wiki/Main_Page). In particular this contains a lot of information about data management and storage where GridPP has substantial expertise, and this is often used as a reference by people in the wider Grid community. 

Maintenance of the web sites, both the main site and the wiki, is somewhat variable; some areas are actively maintained, but there are also many things which are long out of date. In general we don’t have sufficient effort to maintain the whole site. This is a general problem with all the Grid-related web sites, including the main LCG and EGEE sites.

Documentation for Site Administrators

The information on installation and configuration via YAIM is fairly comprehensive (https://twiki.cern.ch/twiki/bin/view/LCG/YaimGuide301). Any problems with the documentation for new releases are fed back through GGUS tickets, the operations meeting and other channels and are usually addressed quickly, although there is some concern that some known problems are mentioned only e.g. in mails to the rollout mailing list and don’t always find their way into the official documentation.

One possible issue with installation documentation is that manual installation without YAIM is now largely impossible as the underlying component-level installation and configuration documentation and procedures are no longer maintained. However, sites seem to be happy to use YAIM so this is not a problem in practice.

In the past there was some interest expressed in having GridPP produce some documentation about routine maintenance of Grid sites, as opposed to installation. A start was made on this on the GridPP web site (http://www.gridpp.ac.uk/deployment/maintenance/). However, LCG have now created a working group, lead by GridPP and LAL, which has a remit to create documentation of this type, using a web site and wiki also hosted at Manchester (http://www.sysadmin.hep.ac.uk/, http://www.sysadmin.hep.ac.uk/wiki/Main_Page/).
gLite Documentation

The detailed documentation for middleware components (http://glite.web.cern.ch/glite/documentation/) is generally good, although this is somewhat less true for components developed by LCG (e.g. BDII, LFC) than for the JRA1 products. However, there is still no documentation on the overall architecture, and efforts to encourage JRA1 to produce this have not been fruitful. This possibly reflects the fact that there is no longer any real architectural concept behind middleware development and integration. For the specific question of the WMS architecture there is now a document produced by Maarten Litmaath (http://litmaath.home.cern.ch/litmaath/UI-WMS-CE-WN/) which at least gives an overview of the various components and how they interact. 

User Guide

There was some doubt about whether enough effort could be found to maintain the User Guide. However, so far this seems to have worked reasonably well, with effort being provided by the LCG EIS group and by GridPP. The Guide (https://edms.cern.ch/file/722398//gLite-3-UserGuide.pdf) had a major update for the gLite 3.0 release in April 2006, and another one in January 2007, as well as some ongoing maintenance. The text was completely revised to update it for the new middleware, and also expanded in a number of areas.

As part of this revision the title was changed from LCG User Guide to gLite User Guide, but this is still explicitly branded as an LCG document, although it does make some attempt to cover the wider picture. Another major update will be required at some time in the next few months as we switch to the gLite WMS and CE, and this process is likely to continue for some time as the middleware and deployment continue to evolve. It is not currently clear to what extent EGEE will provide effort to help with this.

User Information Group

The User Information Group (UIG) is an EGEE initiative to improve user documentation – the mandate can be seen on the UIG web page (http://egee-uig.web.cern.ch/egee-uig/index.html). In theory this group should be the main forum for improving user documentation, but the reality so far has been rather different. The group was first formed in EGEE I, but had no allocated manpower and achieved essentially nothing. In EGEE II it has more resources, at least in theory. The UIG is co-ordinated by NESC as part of the NA3 (training) activity, and also has effort from JRA1, SA1/LCG (including GridPP) and NA4. 

There have been a number of phone meetings starting in the summer of 2006, and one face-to-face meeting at NESC in December, as well as much email discussion. The initial plan was to produce web pages to document “use cases”, i.e. fairly short documents to explain how to do some specific task. The face-to-face meeting defined a style guide and procedures for reviewing and editing the material. However, little has been produced so far beyond some of the simple introductory cases (http://egee-uig.web.cern.ch/egee-uig/production_pages/UIGindex.htm), largely reproducing what is already available in the user guide and on many web sites (including the GridPP site). The main obstacle has been a lack of technical effort to provide a web site and a repository behind it with suitable procedures to enable web pages to be written and edited, hence so far this has been done by emailing web pages and similar ad-hoc means. This is perhaps partly due to the fact that NA3 is largely focussed on training, with documentation as a minor sideline, so this has not received much priority.

There has also been a lack of an overall vision for what the UIG can realistically achieve with the available manpower, and some “mission creep”, e.g. what were supposed to be concise use cases have in many cases tended to turn into longer tutorials – not necessarily a bad thing but somewhat different to the original plan. There has so far been essentially no feedback from actual users, as until very recently there was no material in a state to be shown to an external audience. The UIG has also not yet addressed the issue of reviewing and maintaining the material, which is likely to be a significant activity in itself.

A recent development has been a move of the repository to LAL and of UIG co-ordination to the NA4 activity leader (the web site currently remains hosted at NESC). This should result in a better mechanism for contributors and editors to have access to the repository, and also a greater contact with user requirements. NA4 will also endeavour to provide people to write some of the more advanced and specialised material, and CERN may employ a summer student to test and review the material. GridPP involvement will also continue. However, the manpower devoted to the UIG remains small, and it remains to be seen how much progress can be made; if EGEE wants to substantially improve user documentation it will need to devote more effort to this area.

GGUS

User support is significantly related to documentation and hence is also reviewed here. A substantial amount of effort has gone into improving GGUS over the last few years, and it may be worth explaining how the system now works. Tickets can be submitted either by email or via a web interface, and can be marked as related to a particular VO or generic. To give an overall idea of scale, GGUS has processed around 14000 tickets in the last year.

For the first-level support after a ticket is submitted, each VO has the choice of whether VO-specific tickets initially go to a VO-specific support system or are dealt with by the general GGUS process; typically larger VOs opt for the former. Some classes of ticket, e.g. CIC-on-duty and network operations, are assigned directly to the appropriate Support Unit.  Otherwise, and for generic tickets, the first line support is from the Ticket Process Managers (TPMs). These are provided on weekly shifts by the ROCs; GridPP provides two teams out of (currently) 14 in total, composed of the Tier-2 co-ordinators and the Documentation Officer. There is also a nominated backup team in case the main team is unable to respond for some reason.

The TPMs examine new tickets, and may attempt to solve them if possible or ask the submitter for more information if it seems to be required. They then assign them to another Support Unit for detailed examination. There are Support Units for each ROC, each middleware area, and for more general categories like installation and configuration, documentation and accounting (https://gus.fzk.de/pages/resp_unit_info.php), which connect to other support desks (e.g. footprints in the UK), mailing lists or sometimes specific individuals. The TPMs also monitor all subsequent ticket exchanges to see that they are progressing correctly, and follow up on tickets which have been inactive for some time. Rather than providing a TPM team, CERN has a team which continuously monitors how the whole system works and intervenes if necessary.
In general, from a technical point of view the system now works fairly well, although there is still a program of ongoing improvements (https://savannah.cern.ch/support/?group=esc) and there are some known bugs and features. The problems are now mostly in the responses from individual supporters. For TPMs the target is to respond within two hours during working hours, although there is some discussion about the role of TPMs in Asia to provide extended coverage. In any case most TPMs do this in parallel with other duties so in practice the response can take a day or so – the volume of mail during a TPM shift is substantial (many hundreds of mails during the week). The experience of TPMs can vary and this can sometimes lead to tickets being allocated to the wrong Support Unit, which can slow things down. Conversely, TPMs sometimes solve tickets directly themselves which can be very fast.

Otherwise, the speed of response depends on both the responsiveness of the particular Support Unit and the nature of the problem. Simple operational problems are generally fixed within a few days, but some particular Support Units tend to be slow due to the pressure of other work, and some problems are difficult to understand or solve. There is therefore a long tail of old tickets – at the time of writing the oldest was opened in May 2006, and the oldest assigned to the UK/Ireland ROC was opened in December 2006. However, these are the exceptions, and there are only 78 tickets open for more than three months. There does seem to be a perception of a slow response from GGUS, but this may be due to bad experiences on a few specific tickets. It may also result from comparisons with conventional helpdesks, e.g. at CERN – unless the Grid projects are prepared to fund full-time support staff it will probably not be possible to get typical response times much faster than a few days.

In terms of documentation, GGUS maintains a web page with documentation  links (https://gus.fzk.de/pages/docu.php) but does not currently put a great deal of effort into this area. However, ticket solutions can be marked as a FAQ if they are considered to have some general interest, and these are entered into the GOC wiki FAQ list (http://goc.grid.sinica.edu.tw/gocwiki/SiteProblemsFollowUpFaq). A dedicated tool is now under consideration for this (http://faq.twgrid.org/faq/).

VO Documentation

At least for the larger VOs, the users will interact with the Grid only via the VO software and tools, and the main source of documentation is therefore the VO itself, for example the ATLAS workbook (https://twiki.cern.ch/twiki/bin/view/Atlas/WorkBook) and a similar thing for CMS (https://twiki.cern.ch/twiki/bin/view/CMS/WorkBook). GridPP members can obviously contribute to these efforts as members of the VOs, but given the strong coupling to the VO software infrastructure it is not easy to see how they can be connected with generic Grid documentation efforts. Small VOs are unlikely to have the effort to produce substantial Grid-oriented documentation, although they will still have to document their own software.

Summary

The documentation situation remains patchy, with some documents well-maintained and other areas not covered. Manpower to produce documentation in all Grid projects remains limited.

Documentation for site administrators is generally in a good state, and there is an active effort to improve it, although detailed information on the internal architecture of the services is largely absent which can make problem diagnosis difficult.

For users, the gLite User Guide remains the main source of reliable documentation, and this is being actively maintained and updated. There are also a number of user-oriented web sites, including the GridPP web site, generally containing introductory material, and a number of other user documents produced by LCG. However, keeping documentation up to date is a major task and much of the existing material is out of date. Some VOs are producing user documentation but again this is variable, and will always be difficult for small VOs. The UIG should be the primary means by which user documentation is improved for EGEE in general, but progress so far has been disappointing.

Given the large range of problems experienced in the Grid it is essential that effective user support is provided, as many things are too difficult for users to solve however good the documentation. GGUS had a somewhat difficult start but has been improving steadily, although there is still sometimes a negative perception of it.
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